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Epistemic Normativity & Epistemic Autonomy: The True Belief Machine 

Interviewer: How often do you engage in critical reflection? 

CEO: I’m very busy, so I have my secretary critically reflect on my behalf once a week and type up a 

report.1 

 The veritic epistemic consequentialist argues that true belief is the only source of non-

derivative epistemic value and it is to be promoted (see Goldman 1999; David 2005; Ahlstrom-Vij & 

Dunn 2014). 2 Reflection, inference, inquiry, etc. have derivative value just insofar as they promote 

true belief. If something else is equally conducive to true belief, it is of equal epistemic value. This is 

concerning. It entails that a totally passive subject receiving true beliefs through a mechanism 

analogous to Nozick’s (1974) experience machine is just as well off, epistemically speaking, as one 

who reflects, infers, inquires and engages in characteristically human mental activity and forms the 

same beliefs. This result seems wrong, however. After setting out the problem in a bit more detail, I 

will respond to objections.   

It seems clear that the subject who goes into the true belief machine ceases to be 

autonomous and this is where the problem lies. However, I will consider recent accounts of 

autonomy and argue that they provide no comfort for the veritic consequentialist. I will draw on 

some recent work from Adam Carter (2020) and Jonathan Matheson (2022) that helps us understand 

how the true belief machine interferes with intellectual autonomy. However, I will argue that neither 

approach provides a way to solve the problem that is in keeping with the order of explanation 

distinctive of veritic consequentialism. 

 
1 The joke is from Loader (2012).  
2 Epistemic utility theory (e.g. Joyce 1998, 2009, Leitgeb & Pettigrew 2010, Easwaran 2013, Easwaran & Fitelson 
2015, Pettigrew 2013; 2016) is a form of epistemic consequentialism that focuses on credential states rather than 
full belief. They hold that accuracy (as determined by their preferred scoring system) is what is fundamentally 
valuable. Then Bayesian updating is derivatively valuable insofar as it is conducive to greater accuracy scores. I will 
focus on full belief in this paper, although my argument could be extended to deal with other states with a mind-
to-world direction of fit.  
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 In section (I) I discuss consequentialism generally. I will then briefly discuss the experience 

machine objection to hedonistic consequentialism and what I take the upshot of that to be. In 

section (II) I briefly discuss the core commitments of epistemic consequentialism and then lay out 

my parallel argument. I will spend most of this section anticipating objections and responding to 

them. In section (III) I consider recent work on intellectual autonomy. Here I argue that it may help 

us understand what is wrong with going into the machine, but it won’t save veritic consequentialism.  

(I) Consequentialism 

Consequentialists maintain that the good is prior to the right. Goodness and badness are 

properties had by states of affairs. The consequentialist must first tell us which states of affairs are 

good and which bad non-derivatively. In the domain of ethics, common answers are pleasure, 

happiness, and desire-satisfaction. The contraries of these things (pain, unhappiness, desire-

frustration, respectively) are non-derivatively bad. Suppose we pick pleasure as the only thing that is 

non-derivatively good. Then a state of affairs with a more favorable pleasure/pain ratio than another 

state of affairs is better than that second state of affairs.  

 Once the consequentialist has given us her account of the good, she then defines the right in 

terms of it. A maximizing consequentialist says that the action that produces a state of affairs at least 

as good as any state of affairs produced by any other action available to the agent at the time of 

acting is right. A satisficing consequentialist says that any action that produces a state of affairs that 

meets or exceeds a certain goodness-threshold is right. Going forward, I will focus on maximizing 

consequentialism. I do this for ease of exposition only, nothing substantive turns on this decision.  

Let us turn to hedonistic ethical consequentialism. The hedonist says that pleasure is the only 

thing that is non-derivatively ethically good and pain the only thing that is non-derivatively ethically 

bad. Since the good is prior to the right, they must tell us what pleasure is before telling us which 
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actions are right. A natural way to go is to think of pleasure as a phenomenological state. This seems 

promising since phenomenological states are individuated by their intrinsic experiential properties 

rather than how they are brought about. So, we can first understand what pleasure is and why it is 

valuable and then use that account to explain why certain actions are good. This seems easy enough, 

since pleasure is naturally thought of as a kind of “buzz” feeling that could be produced in any 

number of ways. Similarly, pain is a kind of “anti-buzz” that could also be produced in any number 

of ways. Right actions, then, are those that produce a ratio of buzz-to-anti-buzz at least as favorable 

as the ratio produced by any alternative course of action. 

Nozick’s (1974) experience machine objection to hedonism can be reframed as an objection to 

hedonistic consequentialism. The objection is that it is possible, in principle at least, for life in an 

isolated, virtual world to result in a more favorable buzz-to-anti-buzz ratio than engaging in the 

kinds of activities that are intuitively worthwhile. For example, suppose a matrix-like machine could 

produce more of that buzz than living a characteristically human life without producing any anti-

buzz. Each person connected to the machine receives neural stimulation that makes them think they 

are living an especially fulfilling life when in fact they are envatted. We can imagine a version of the 

machine where the experienced worlds of different people connected to the machine are unrelated 

and there is consequently no virtual community. What is important is that the machine produces a 

more favorable buzz-to-anti-buzz ratio than living a normal life.  

 It is a consequence of hedonistic consequentialism that the right thing to do would be to plug 

yourself into the machine. It might be objected that others could live better if the agent were to 

remain unplugged. Hedonistic consequentialism needn’t be a form of egoism. Everyone’s pleasure 

counts, not just that of the agent. That is true but it doesn’t solve the problem. Rather, it just 
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requires that we plug everyone into the machine. This seems worse than just plugging one person in 

since now nobody is living a meaningful life.  

There are several ways to respond to the argument.3 Most people just reject hedonism and, by 

extension, hedonistic consequentialism.4 We could also refine our account of pleasure, so that it isn’t 

just a neural buzz.5 We could identify the bearer of non-derivative value with something other than 

pleasure.6 In that case, we are still consequentialists but no longer hedonists. Of course, we could 

bite the bullet.7 Or we could maintain that even if going into the experience machine is wrong, we 

can’t explain why except by reference to the value of pleasure.8 Which way we go here doesn’t 

matter for my purposes. My main concern is to show that there is an epistemic analogue and none 

of the obvious rejoinders address the problem.  

(II) The True-Belief Machine  

Veritic Epistemic Consequentialism: The right action, epistemically speaking, is the one 

that results in at least as favorable a ratio of true to false belief as any other action available.  

There are a number of ways this idea could be more fully developed, just as there are a number 

of ways of fleshing out the ethical analogue. There are maximizing and satisficing versions of the 

theory. Furthermore, we can consider both direct and indirect versions of the theory. Alvin 

Goldman (1986) uses an indirect version to give a theory of justification. Very briefly, he claims that 

 
3 Some involve saying that it confuses well-being with morality (e.g., Railton 1989; Goldsworthy 1992; Silverstein 
2000). Even if this is true, I am considering it as an objection to hedonistic consequentialism as a moral theory, so 
they could agree with what I say here.  
4 At the very least, this is the story told in most introductory ethics textbooks. See Haber (1993:7), Sher (1996: 
612), and Carson & Moser (1997: 7).  
5 See Donner (1991), Feldman (1997; 2002), and Heathwood (2006).  
6 See Brandt (1979).  
7 Neil Sinhababu told me in conversation this is his preferred response.  
8 Kawall (1999) makes a similar move defending mental-state theories of well-being from Nozick’s thought 
experiment.  



5 
 

rather than evaluating beliefs directly, we evaluate them indirectly by first evaluating the truth-

conduciveness of the belief-forming processes that produce them. The justificatory status of a belief 

is a function of the truth-conduciveness of the process that produced it. 

 However, veritic consequentialism has implications beyond the theory of justification. It is a 

theory about what is of fundamental epistemic value and how epistemic deontic statuses are 

explained in terms of that. The core of veritic consequentialism as such is that true belief is the only 

thing of non-derivative epistemic value, and it is to be promoted. Epistemically right acts are such 

because of how they promote true belief. Proponents of this order of explanation include David 

(2001), Ahlstrom-Vij (2013), Copp (2013), Goldman (2015), Ahlstrom-Vij & Dunn (2017) as well as 

many others working in epistemic utility theory (see fn. 4). It is this order of explanation generally 

that interests me here, rather than process reliabilism specifically.  

Here is the analogous problem: suppose the matrix-like machine feeds you true beliefs rather 

than pleasure. That is, you no longer reflect on your epistemic credentials. You no longer inquire, 

and you no longer draw inferences. You have a better ratio of true to false beliefs (covering a large 

swath of areas of interest, let us suppose) than even the most scrupulous and dedicated human 

inquirer, but you are cognitively dormant. Your native cognitive faculties are replaced by a microchip 

that receives updates much in the same way computers and smartphones receive software updates. 

These updates cause the chip to receive information and induce belief in true propositions. You do 

not draw inferences from or critically reflect upon information received at all. The task of updating 

your belief system has been outsourced wholesale to the machine. You still move and act in the 

world. From a third-person perspective, the subject who goes in for the true belief machine is 

indistinguishable from one who does not. When I talk about plugging into the machine or going into 
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the machine, we can imagine that this just involves implanting a chip that is connected to a 

supercomputer elsewhere.  

I submit that you are epistemically worse off than the normal human inquirer if you plug in. 

However, all my argument requires is that you are epistemically worse off than you would be if you 

had the same beliefs, but you formed them by reflecting, inquiring and inferring. If the veritic 

consequentialist is right, these actions are significant only insofar as they produce epistemically 

valuable consequences. If something else can produce those consequences, it is just as good 

epistemically. Intuitively, the true belief machine is not just as good epistemically. Just as it is 

ethically better to have a favorable pleasure-to-pain ratio achieved by living a normal human life 

rather than to have that same ratio produced by plugging in to the experience machine, it is 

epistemically better to have a favorable true-to-false belief ratio produced by normal cognitive 

activity rather than by plugging in to the true belief machine. This remains the case no matter how 

counterfactually robust we make the favorable true/false belief ratio produced by the machine. This 

is not to say that the value of reflection, inquiry and inference is completely independent of the value 

of true belief. It is just to deny that equally truth-conducive activities are always of equal epistemic 

value.  

That is the problem I want to raise. I will consider 4 defensive maneuvers apparently available to 

the veritic epistemic consequentialist and show that appearances are deceiving: some don’t work, 

and some are not even maneuvers against the claim I am making.   

Defensive Maneuver #1  

Someone could object that the subject in my thought experiment doesn’t even have beliefs 

because they don’t engage in inference, reflection and inquiry. The functional role of belief involves 

figuring in inferences. An information-bearing state that a subject is not disposed to draw inferences 
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from is not a belief.9 This is not to say that every belief must be formed via inference. It is just to say 

that figuring in inferences is part of the functional role of beliefs as such. Perhaps some beliefs never 

figure in inference as either premise or conclusion, but part of what makes them beliefs is their 

potential to figure into inferences in these ways. However, it could be argued that the subject who 

plugs into the machine no longer draws inferences and, consequently, none of her mental states 

have this potential.10 So, the thought experiment involves false advertising. The machine doesn’t give 

you beliefs, but rather some other information bearing state with a different functional role.  

One worry is that the subject might have the relevant dispositions to draw inferences without 

actually drawing the inferences. Compare: I might be disposed to get myself a glass of water when 

I’m thirsty if nobody brings me one, but nonetheless be fortunate enough for someone to bring me 

one every time I get thirsty. Similarly, I might be disposed to draw inferences from the information 

uploaded by the machine if the machine doesn’t also upload the inferential consequences of that 

information. However, the machine does in fact upload those inferential consequences. So, just as in 

the case of the glass of water, I remain idle.  

A deeper worry is that the epistemic significance of inference (for example) seems to run deeper 

than the veritic consequentialist says it does, if we take this line of thought seriously. According to 

the line of thought that gives rise to this worry, inference is part of what makes belief the kind of 

thing it is. It is not just a useful way of bringing about true beliefs but rather partially constitutive of 

belief itself. However, the consequentialist order of explanation involves explaining the epistemic 

significance of activities and processes such as inference in terms of a prior understanding of the 

states of affairs they bring about.  

 
9 Thanks to Kathryn Pogin for raising this point. 
10 Thanks to an anonymous referee for pointing out the need to be clear about this.  
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Here is another way to see the point. Assume for the sake of argument that the subject in my 

thought experiment does not have beliefs because the functional profile of beliefs involves inference 

and my subject is not disposed to draw inferences. Even if this is right, the subject still has an 

information bearing state like belief except with a slightly different functional profile. The 

information bearing state still regulates action, for instance. It just doesn’t involve inference. So, we 

can call the information state “belief*”. Why are beliefs more epistemically valuable than belief*s? 

Belief*s can represent the world accurately and it is the value of accuracy in general that presumably 

motivates the consequentialist order of explanation. If belief*s are just as accurate as beliefs, why are 

beliefs better? A consequentialist would, it seems, have to say that inferring is better than not 

inferring. What reason could they offer? They could say that inferences are good for the sake of their 

consequences. That won’t help here though because belief*s have even better consequences with 

respect to accuracy if we go into the machine. A tempting answer here is that inference is partially 

constitutive of the kind of cognitive agency we enjoy and is for this reason part of the functional 

role of one of our information bearing cognitive states. If this is right though, then the ultimate 

account of why inference matters is not because inferences are conducive to good cognitive 

consequences but rather because they are partially constitutive of the kind of mental life we have. 

Something similar applies, I think, to reflection and inquiry, though I won’t belabor the point here.  

Defensive Maneuver #2 

Veritic epistemic consequentialists might concede that the subject is worse-off in some way but 

deny that they are worse off epistemically. In epistemology we care about the pursuit of truth and 

the subject is doing well with respect to that. So, the problem must lie elsewhere, they might argue. 

When you plug into the machine you are worse-off eudaimonistically perhaps, though not 
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epistemically.11 If we go this way, then the set-up of the problem involves a misdiagnosis. By 

mistaking a non-epistemic problem for an epistemic problem, we mistake a problem that ought to 

be solved by ethicists for a problem that ought to be solved by the theory of epistemic normativity.  

 In response, we should note that consequentialism of any kind is a substantive theory about 

normativity in the domain to which it applies. The hedonistic ethical consequentialist, for instance, is 

offering a theory about ethical normativity. They aim to give a theory that will account for a 

weighted most of our considered judgments about ethical matters. This means we first need some 

way to fix the reference of “ethical” without begging the question either in favor of or against that 

theory or any plausible rival. Once we’ve done that, we test the theory by applying it to cases within 

the domain on which we’ve settled. The hedonistic consequentialist claims that we can either directly 

or indirectly explain the value of everything in that domain in terms of the value of pleasure. That 

claim is substantive. The hedonistic consequentialist is not just stipulating that everything that can’t 

be accounted for by her theory is beyond the purview of ethics. This would make hedonistic 

consequentialism uninteresting.  

 Similarly, the veritic epistemic consequentialist offers a substantive theory of epistemic 

normativity. So, first we fix the reference of “epistemic”. The obvious way of doing so is to say that 

epistemology is the study of knowledge. The etymology of “epistemology” suggests something along 

these lines, though the result is a bit too narrow. The theory of knowledge is an important part of 

epistemology but not the whole thing. The same can be said for the theory of justification. When 

fixing the reference, we want to do so in a way that includes the contributions to epistemology made 

by ancient and early modern philosophers, even though they weren’t pursuing quite the same 

 
11 Thanks to Sandy Goldberg for pressing me on this point.  
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questions we are today. In the Stanford Encyclopedia of Philosophy, Ram Neta and Matthias Steup offer 

the following,  

The term “epistemology” comes from the Greek words “episteme” and “logos”. “Episteme” 

can be translated as “knowledge” or “understanding” or “acquaintance”, while “logos” can 

be translated as “account” or “argument” or “reason”. Just as each of these different 

translations captures some facet of the meaning of these Greek terms, so too does each 

translation capture a different facet of epistemology itself. Although the term 

“epistemology” is no more than a couple of centuries old, the field of epistemology is at least 

as old as any in philosophy. In different parts of its extensive history, different facets of 

epistemology have attracted attention. Plato’s epistemology was an attempt to understand 

what it was to know, and how knowledge (unlike mere true opinion) is good for the knower. 

Locke’s epistemology was an attempt to understand the operations of human understanding, 

Kant’s epistemology was an attempt to understand the conditions of the possibility of 

human understanding, and Russell’s epistemology was an attempt to understand how 

modern science could be justified by appeal to sensory experience. Much recent work in 

formal epistemology is an attempt to understand how our degrees of confidence are 

rationally constrained by our evidence, and much recent work in feminist epistemology is an 

attempt to understand the ways in which interests affect our evidence and rational 

constraints more generally. In all these cases, epistemology seeks to understand one or 

another kind of cognitive success (or, correspondingly, cognitive failure). (Steup & Neta 2020, 

their italics) 

 According to their definition, epistemology is the study of cognitive success and failure. If 

their definition is right, then one is epistemically better off just in case one is cognitively more 
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successful and epistemically worse off just in case cognitively less successful. One virtue of their 

definition for our purposes is that it was not designed with the intention of saving any particular 

theory of epistemic normativity. Another is that, as they show, it covers paradigmatic 

epistemological theories from a variety of subdisciplines and historical periods.  

 We can now return to the claim that epistemology is about truth, so the subject of my 

thought experiment is not epistemically worse-off. One way of interpreting that claim is as a way of 

fixing the reference of “epistemology.” Cognition is truth-directed. Perhaps they are just trying to fix 

the reference in roughly the same way I have. That is, they are interested in certain kinds of truth-

directed process, practice, or method. If this is what the response comes to, then it is fine so far as it 

goes but it doesn’t go far enough to get the consequentialist out of trouble. Cognition might be 

truth-directed, but it doesn’t follow that anything that gets us truth is successful cognition. Truth-

directed processes might need to satisfy further constraints to be fully successful instances of 

cognition. We might worry that the subject in the true belief machine is missing out on something 

other than truth that full cognitive success requires, perhaps virtue of some sort (more on this in 

section (III).  

Furthermore, it isn’t clear that the subject of the thought experiment is really cognizing, despite 

believing truly. The Oxford dictionary says that cognition is “the mental action or process of acquiring 

knowledge and understanding through thought, experience and the senses” (my italics). We can 

replace knowledge and understanding with truth here to make the definition more veritist-friendly. 

Still, the subject doesn’t seem sufficiently active to really be engaging in cognition. Her case is at best 

a borderline case of cognition.  
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To be clear, the bar for genuine cognition is not very high.12 Ordinary perception is genuine 

cognition and all you have to do is open your eyes. Something similar applies to receiving testimony. 

However, in these cases the subject’s faculties are not dormant. Rather, their employment of those 

faculties is unremarkable but nonetheless present. It is genuine cognitive activity even if the level of 

activity is low relative to that of other less mundane cognitive activity.  

 The upshot so far is that epistemology is the study of cognitive success/failure and the 

subject of my thought experiment is less cognitively successful than a normal human inquirer despite 

believing truly.  

 Of course, the consequentialist reply might also be interpreted as giving the meaning of 

“epistemology,” which goes beyond fixing the reference. If so, then it does rule out my 

counterexample, but only by stipulation. That is, they might be saying that, by definition, 

epistemology is the study of truth-conductivity as such and any two processes that are equally truth-

conducive are epistemically alike. If that’s what they mean, then they aren’t offering an interesting 

and substantive theory of epistemic normativity but rather giving a definition of “epistemic” that 

guarantees the impossibility of counterexample.  

Defensive Maneuver #3 

Someone might respond by trying to show that their theory of justification does not entail that 

the subject in the machine has justified beliefs. If one distinguishes propositional and doxastic 

justification, the objection could be about either. The objection will have more force if we have 

doxastic justification in mind. The machine could make adequate justification available to the 

 
12 Thanks to Baron Reed for pressing me on this point.  
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subject, the problem is that the subject isn’t basing her beliefs on that justification. The beliefs are 

caused by the chip instead. 

My argument in this paper is not an argument against reliabilism or any theory of epistemic 

justification for that matter. Similar arguments have been made by BonJour (1980) and Reed (2016) 

against the view that a sufficient condition for a belief to be justified is that it be the output of a 

reliable belief forming process.  

I am interested in epistemic normativity here rather than the theory of justification. It is 

sometimes thought that the argument for reliabilism depends on epistemic consequentialism.13 This 

claim has recently been disputed by Sylvan (2020b).14 It doesn’t matter for my purposes whether he 

is right, as I am interested in veritic epistemic consequentialism as such. If you are a reliabilist and a 

veritic consequentialist, your theory of justification might rule that the subject in my example doesn’t 

have justification. After BonJour, reliabilists don’t always think of reliability as a sufficient condition 

for justification. Rather, they sometimes impose further constraints.15 The question still arises why 

the subject, despite lacking justification, is any worse off epistemically than the justified believer. 

Why the fuss about justification? By the lights of veritic epistemic consequentialism, it seems they 

are better off than the justified believer if they have more true beliefs, regardless of their justificatory 

status. Justification only matters insofar as it is instrumental to true belief, according to the veritic 

consequentialist. So, I concede that the subject in my thought experiment lacks (at least) doxastic 

justification. However, the veritic consequentialist is unable to explain why she is worse off 

epistemically because of this.  

 
13 Goldman (1986: 97) gives this impression at times by comparing his view to rule consequentialism. Cf. Percival 
(2002: 121), Chase (2004: 124), Berker (2013b: 350).  
14 Cf. Ahlstrom-Vij & Dunn (2017) for a carefully qualified answer.   
15 For example, the subject can’t have defeaters for the beliefs they produce for those beliefs to be justified 
(Goldman 1979). 
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Here is another way to see the point. The problem I raise here is similar to, but not the same as, 

the “swamping” problem from Zagzebski (2003).16 If justified beliefs are reliably produced beliefs, 

then it isn’t clear why justified true beliefs are more valuable than true beliefs that were not reliably 

produced. If I have an unreliable espresso maker, the cups of espresso it makes when it works 

properly are no less valuable than the cups of espresso a reliable espresso machine produces 

(Zagzebski 2003: 13). Similarly, if true belief is what matters most fundamentally, the ones formed 

through capricious processes seem to be just as good as the ones formed by reliable mechanisms. 

The espresso tastes the same either way. For my purposes, it is unimportant whether this is indeed a 

serious problem. What matters is that it is similar to the problem I just raised but the attempts to 

solve it, even if successful, can’t be used to address my problem. 

One response to the problem just raised for reliabilism is that a state of affairs in which you have 

a justified belief is more valuable than a state of affairs in which you don’t because having a reliably 

formed belief raises the conditional probability that other beliefs of yours are true (Goldman & 

Olsson 2009: 28). It isn’t clear this addresses the problem Zagzebski raises, since it doesn’t show 

that the justified beliefs themselves are more valuable than mere true beliefs, but rather that you are 

more likely to have valuable things if you have a justified belief. Even if this concern can be 

addressed and the response solves the problem Zagzebski and others raise, it doesn’t address the 

problem I raise. The probability of any given belief of yours being true conditional on you entering 

the true-belief machine is as high as we stipulate it to be.  

Goldman & Olsson also offer another response. They claim that a process that tends to produce 

independently valuable results might in some cases inherit some of the value of those results, even in 

cases where it does not produce them. They call this process “value autonomization” (Goldman & 

 
16 Cf. Jones (1997: 426), Riggs (2002), Kvanvig (2003) to whom we owe the term “swamping”, Zagzebski (2003).  
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Olsson 2009: 33) and offer the following example. Good intentions are good because they tend to 

produce good results. However, good intentions still have value even when they fail to produce 

good results. This, they claim, is because they are generally instrumental to a good outcome. As a 

result, they inherit some value from those outcomes and maintain it autonomously even in cases 

where the good outcome doesn’t obtain.  

It isn’t clear to me that they have made value-autonomization any less mysterious with their 

example, which bears much of the burden of their argument. Even if I am wrong about this, it still 

isn’t clear that the resulting account is truly consequentialist. Rather, they seem to be saying that “in 

the beginning” consequentialism was true but now it isn’t because certain means have become 

autonomous sources of value.  

The most serious concern, however, is that they give us no account of why the activity of 

receiving updates from the true-belief machine can’t autonomize value. If means autonomize value 

because they are conducive to certain ends, then the true-belief machine could autonomize even more 

value than any actual belief-forming processes, so long as we stipulate it is more accurate than 

characteristically human mental activity. Of course, Goldman & Olsson weren’t trying to address the 

concern I raise here, so this isn’t a failure on their part. I am only trying to show here that it isn’t 

clear how we can take a consequentialist-friendly solution to Zagzebski’s problem and apply it to the 

similar problem I raise.17 Even if it can be shown that the subject in the true-belief machine has no 

justification, I am asking why justified belief (or knowledge for that matter) is more epistemically 

valuable than whatever the subject I describe has. Veritic epistemic consequentialism makes this 

question hard to answer since it requires that justification is only valuable insofar as it is conducive 

 
17 Ahlstrom-Vij (2013) argues that the swamping problem isn’t really a problem at all for veritists. For my purposes 
here, that is fine. I am offering a different but similar problem. 
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to true belief. My point is that the well-known responses to the related “swamping” problem, even if 

effective as a response to that problem, won’t help here.  

Similarly, none of the responses to Berker’s “separateness of propositions” problem for 

consequentialism and process reliabilism will help the consequentialist deal with the issue raised in 

this paper. Utilitarianism is a form of consequentialism. According to the utilitarian, the right course 

of action is the one that produces the best ratio of aggregate positive utility to aggregate negative 

utility. Since the ratio is determined by pure aggregation, it doesn’t matter how the utility is 

distributed over individuals. This leads to the possibility of “organ harvest” cases. Consider a doctor 

who has a patient coming in for a routine check-up (cf. Thomson 1976: 206). Let us suppose the 

patient is healthy and she is a nuisance to everyone she interacts with, so much so that she has a net 

negative impact on aggregate utility. The doctor could drug her, harvest her organs, and use those 

organs to save several good Samaritans at the local hospital who will die unless they receive healthy 

organs soon. If the doctor were to do this, the result would be a more favorable ratio of aggregate 

positive to negative utility. However, it nonetheless seems wrong. Simple versions of utilitarianism 

get the wrong answer here, arguably, because they ignore the separateness of persons by only paying 

attention to aggregate utility. As Berker puts it,  

The idea here is that teleological theories such as act-utilitarianism do not treat intrapersonal 

trade-offs—trade-offs that involve harming or hurting a given person in one way in order to 

benefit or advantage that same person in another way—as fundamentally any different from 

interpersonal trade-offs when determining what an agent should do, but whereas 

intrapersonal trade-offs are morally defensible when the benefit to the one person outweighs 

the harm, interpersonal trade-offs are not morally defensible in the same way, or at least not 

always morally defensible in the same way. (Berker 2013a: 358).  
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He goes on to present a series of cases meant to establish that epistemic consequentialism faces 

a similar problem: the separateness of propositions. The reason is that considerations of aggregate 

epistemic utility will favor “cutting up the one to save the many” in epistemology and this will be 

even more obviously bad in the epistemic case than the ethical case. For instance, if one were to 

believe against the evidence now to secure a large number of true beliefs later, that would be 

epistemically amiss despite securing a favorable ratio of epistemic positive to negative utility. Berker 

argues that, because process reliabilist theories of epistemic justification are versions of 

consequentialism, they face the epistemic version of the separateness of persons problem faced by 

ethical consequentialists.  

Consequentialists typically respond to Berker by claiming, in one way or another, that he is 

overstating the similarities between process reliabilism and rule utilitarianism (e.g., Goldman 2015, 

Ahlstrom-Vij & Dunn 2017). Even if this is true18, it doesn’t matter for my purposes. As I said 

above, I am not interested in the theory of justification here. I’m interested in epistemic normativity 

as such. It doesn’t matter to me whether the process reliabilist thinks the true-belief machine dweller 

has justified beliefs. Even if process reliabilism is quite a bit different than rule utilitarianism, veritic 

epistemic consequentialism is a lot like hedonistic consequentialism.  

I will here go a step further and argue that no version of rule consequentialism will help here, 

even if it has to do with epistemic normativity rather than the theory of justification. It might be 

thought that just as rule consequentialism in ethics helps us avoid counter-intuitive consequences of 

act consequentialism, the same could be made to work in the epistemic realm. It has been argued 

that accepting certain rules will have a sufficiently positive result even if conforming to those rules 

will sometimes fail to maximize the good (Hooker 2007). For instance, it might be that even though 

 
18 For an argument that it is not, see Berker (2015). It doesn’t matter for my purposes if he is right.  
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organ harvests maximize utility, accepting a rule that permits organ harvests in cases where utility is 

maximized would have an overall negative effect. It would result in general fear of routine check-ups 

and that negative utility has a greater absolute value than the positive utility of the occasional 

harvest. What is the epistemic analogue of this? Why would it be epistemically worse to accept a rule 

that allows us to go into the true belief machine when the opportunity presents itself? It is not clear 

that accepting that rule incurs any epistemic costs at all.  

Defensive Maneuver #4 

One of the reasons I gave for thinking the subject is worse off than a normal agent with just as 

many true beliefs is that the latter reflects and the former doesn’t. The philosophical significance of 

reflection is often taken for granted, but it has been called into question in recent years; notably by 

Kornblith (2012; 2017). However, Kornblith’s main line of attack in his campaign against reflection 

will be of no use to the epistemic consequentialist here because it presupposes consequentialism. He 

argues, for example, that non-reflective processes are also quite truth-conducive and sometimes even 

more so than reflection in certain domains.19 The argument works, perhaps, so long as we take for 

granted at the outset that two options are epistemically on a par just in case they are equally truth-

conducive. But that is exactly what I am inviting the reader to reconsider. So, it would be viciously 

circular to make an argument that presupposes it here.  

(III) Epistemic Autonomy 

 In this section I will consider the possibility that lack of autonomy is the problem with going 

into the true belief machine. Two ways of spelling this out will be considered: one involving 

autonomy understood as an achievement, the other involving autonomy understood as a character 

 
19 Cf. Proust (2013).  
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virtue. It will be shown that even if one or both are tenable, they are of no help to the veritic 

consequentialist.  

 First, I will consider autonomy as an achievement. In the success-from-ability tradition, 

knowledge is true belief achieved by the agent.20 Proponents of this order of explanation sometimes 

claim that true beliefs need to be produced by processes that are suitably integrated into the subject’s 

cognitive architecture for them (the true beliefs that is) to be an achievement creditable to the 

agent.21 Carter (2022) goes further and argues that the processes don’t just need to be integrated, the 

integration itself must be creditable to the agent for the beliefs produced by the ability to be 

autonomously held. Only autonomously held beliefs are candidates for knowledge. So, we are 

thinking of autonomy here as a property had by beliefs in virtue of how the processes that produce 

them are cognitively integrated by the agent.  

  Let us consider what happens when we apply this account to cognitive enhancement. By 

considering kinds of cognitive enhancement that already exist (e.g., Ritalin and neural implants) 

Carter (2020) argues persuasively that some pose a threat to autonomy and others don’t. The 

difference is that some cognitive enhancements can be suitably integrated by the subject into their 

own cognitive architecture whereas others cannot. He points out that the problem with older 

versions of process reliabilism is that they are susceptible to counterexamples such as Lehrer’s 

(1990) Tru-Temp case. In this case, a subject has a reliable thermometer implanted in their brain that 

causes them to form true beliefs about the temperature, although they don’t know the thermometer 

is there. The beliefs seem to assail them from out of nowhere because they are not properly 

integrated into the subject’s cognitive architecture.  

 
20 See Sosa (1991;2007), Greco (2003; 2010; 2013), Pritchard (2010; 2012); Turri (2011); Carter (2014).  
21 See Pritchard (2010), Greco (2010).  
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 Carter’s point can help us see what has gone wrong in the case of the true belief machine. 

Piecemeal outsourcing is compatible with autonomy because the result can, in the right 

circumstances, be integrated into the subject’s cognitive architecture. We can imagine a variation of 

Tru-Temp where the subject knows that the thermometer is there and that it is reliable. In this case, 

they can understand where the beliefs are coming from, endorse the belief-forming process and 

integrate its products into their native cognitive architecture. In doing so they achieve epistemic self-

regulation. In the true belief machine, the subject engages in wholesale outsourcing. There is nothing 

left of their cognitive architecture with which to integrate incoming beliefs. Their native faculties are 

dormant. They are consequently no longer autonomous.  

 However, this provides no comfort to the veritic consequentialist. We see this when we ask 

why autonomy matters, epistemically speaking. Carter says the following, “the acquisition of 

knowledge, true belief and understanding are epistemic goods and aspects of character…are typically 

explained as good to have… in virtue of their connection to such goods” (Carter 2020: 2939). How 

can the veritic consequentialist fill in the details? Carter mentions a number of epistemic goods here 

but the veritic consequentialist will have to start with just true belief since, according to her, that is 

the only one with non-derivative epistemic value. The value of intellectual autonomy is then 

explained in terms of its connection to true belief. The relevant connection is consequence. So, the 

derivative epistemic value of autonomy is determined by the non-derivative epistemic value of the 

true beliefs that result from it. The problem is that the machine can produce whatever true beliefs 

one can acquire through autonomous inquiry, or more for that matter. There would still be 

something epistemically amiss about plugging in; something unexplained by veritic consequentialism.  

 One could avoid this problem by identifying other epistemic goods of non-derivative 

epistemic value. Carter mentions knowledge and understanding. One could also add achievement to 
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the list perhaps. Arguably, these can’t be produced by the machine. However, this is to abandon 

veritism.  

We could also try to shed light on the issue by thinking of intellectual autonomy as a character 

virtue, like prudence or temperance. Jason Baehr defines an epistemic character virtue as, “a 

character trait that contributes to its possessor’s personal intellectual worth on account of its 

involving a positive psychological orientation toward epistemic goods” (2011: 102). On this way of 

thinking, autonomy is a property of agents as a whole rather than their doxastic states individually. I 

will treat Jonathan Matheson (2022) as the representative of a family of views according to which the 

character virtue of autonomy involves cognitive, motivational and behavioral dispositions (cf. King 

2020 & Battaly 2022). So far as I can tell, what I say about his view will be applicable to others in the 

family, despite there being differences in how they manage the details. According to Matheson 

(2022: 183) autonomy involves dispositions, 

1) to make good judgments about how, and when, to rely on your own thinking as well as how, 

and when, to rely on the thinking of others.  

2) to conduct inquiry in line with the judgments in (1), and  

3) to do so because one loves the truth and appropriately cares about epistemic goods.  

As Nathan King puts it, “Autonomy requires thinking for ourselves, but not by ourselves” (King 

2020: 88).22 Sometimes the autonomous person will defer to others because that is the most 

reasonable thing to do. It is no lapse of autonomy when I defer to medical experts about medicine, 

 
22 Thi Nguyen (2019) argues that a certain kind of autonomy, “delegational autonomy”, involves the prudent 
outsourcing of some of our intellectual projects. 
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for example. So long as I outsource wisely, I might still do so autonomously. This is the reason 

Matheson includes (1).  

 Does the subject who enters the true belief machine have the virtue of autonomy? That 

depends on which epistemic goods are included in (3). Let us consider what happens when we only 

include true beliefs. (1) requires that the subject make good judgments about when to rely on her 

own thinking and when to rely on the thinking of others. If the acquisition of true belief is the only 

epistemic good we are after, then deciding in favor of plugging into the machine is an exercise of 

good judgment. The machine is more reliable at producing true belief and avoiding false belief than 

even the most dedicated and scrupulous human inquiry.  

(2) requires that we conduct inquiry in line with that judgment. One way of reading (2) is 

that it can only be satisfied by someone who has engaged in a modicum of inquiry. That is, we could 

interpret (2) as saying that the subject must engage in at least some inquiry; how much is determined 

by the judgments in (1). If this is how we read (2), then the subject can’t satisfy it by plugging in 

because machine dwellers don’t inquire. However, the veritist is not out of the woods just yet. Even 

if the autonomous subject can’t enter the machine, because doing so precludes the satisfaction of 

(2), the veritist is nonetheless committed to the value of autonomy being entirely derivative. 

According to the veritic consequentialist, autonomy earns its keep insofar as it is conducive to the 

production of true beliefs and the avoidance of false ones. However, the subject who plugs in does 

better in this respect than the autonomous subject, since the machine is stipulated to be better at 

producing true belief and avoiding false belief than any human unaided by the machine. So, the 

veritist can’t explain the problem with entering the machine in terms of the autonomy one forfeits 

by doing so.  
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 Alternatively, we could understand (2) as allowing for zero inquiry. Perhaps if the judgments 

in (1) have it that one should never rely on one’s own thinking and only rely on the machine instead, 

then one needn’t inquire at all. If we read (2) this way, then the subject could satisfy (2) despite 

entering the machine. Finally, (3) is easily satisfied by the subject who enters the machine if the only 

relevant epistemic good is true belief. She might enter because she loves the truth and continue to 

love it after plugging in.  

 The veritic consequentialist might recognize epistemic goods other than true belief. 

However, since they claim their value is entirely determined by how conducive they are to having 

true beliefs, the veritic consequentialist must recommend sacrificing these epistemic goods for a 

greater epistemic gain when one could get more true beliefs in some other way. The upshot is that 

the autonomy-as-character-virtue account might also be able to explain what is wrong with going 

into the machine, but not in a way that aids the veritist. If we include epistemic goods in (3) the 

epistemic value of which is not to be explained in terms of their conducing to true belief, then the 

absolute value of the goods sacrificed by entering the machine might be greater than the absolute 

value of the goods secured by entry.  

 It could be objected that the plugged-in subject, despite having a great many true beliefs and 

no false ones is nonetheless at the mercy of the machine because of her passivity.23This makes her 

worse off in one important respect than the autonomous subject who can pursue new information 

at her own discretion. She might very much like to know whether chocolate is toxic to cats, for 

example. If the machine doesn’t upload a belief about this, she is out of luck. So long as the machine 

doesn’t make her omniscient, it will always be possible that the subject finds herself in a situation 

 
23 Thanks to an anonymous referee for pressing me on this point.  
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where she wants to know something a normal inquirer could easily learn but can’t because the 

machine doesn’t upload any information on the topic. 

 What would the veritic consequentialist have to say about this possibility? As a 

consequentialist, she would have to view it as a trade-off and decide whether it is worth it by doing a 

cost-benefit analysis. The cost-benefit analysis, assuming veritism, tells in favor of it. The trade-off 

might inconvenience her, but it seems like a good trade-off from a purely epistemic point of view. 

This is especially clear if the only non-derivative epistemic value is true belief. Even if we weight 

some true beliefs differently than others and practical interests affect the weighting24, on any 

plausible weighting it will be possible to compensate for the blind spots by giving the subject 

sufficiently many true beliefs about other important matters.  

 Of course, the subject not only lacks certain true beliefs, she also lacks the ability to inquire 

at her own discretion. However, the value of that ability is wholly derivative according to the veritic 

consequentialist. The value of the ability to inquire at your own discretion is wholly parasitic on the 

value of the true beliefs you secure by exercising this ability, on that view. So, the machine 

outperforms the ability by the veritist’s criteria. Put another way, the inability itself has no negative 

epistemic utility. The negative epistemic utility caused by the inability is outweighed by the positive 

epistemic utility caused by the machine. 

Furthermore, we could adjust the thought experiment so that the machine is sensitive to the 

subject’s practical interests. My phone is sensitive to my habits and, without any prompting from 

me, provides information about traffic and the weather before I leave the house. Similarly, the 

 
24 Here I am assuming this is consistent with veritism just to imagine a best-case scenario for the veritist.  
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machine could exhibit sensitivity to the subject’s interests and provide relevant information without 

any prompting from her.  

(IV) Conclusion 

I’ve shown that veritic epistemic consequentialism faces a version of the problem faced by 

hedonistic ethical consequentialism. It seems clear that much of the problem has to do with the 

subject’s lack of autonomy. However, the veritic consequentialist has trouble explaining why the 

resulting lack of autonomy is epistemically problematic, rather than a prudent trade-off. 

There are many ways we can go from here. To conclude, I will briefly consider three of them. 

We could reject veritism about epistemic value. We might opt for pluralism instead. Some epistemic 

goods, such as autonomy or understanding, arguably require activity on the part of the subject.25 If 

so, then perhaps we can explain what has gone wrong with entering the true belief machine in terms 

of epistemic values that are necessarily forfeited by a cognitively dormant subject. Assuming that 

true belief is one of the values countenanced by the pluralist, she will need to explain why the 

understanding sacrificed by plugging in isn’t outweighed by the value of the true beliefs the subject 

acquires by doing so.  

Another possibility is that we hold on to veritism but reject consequentialism. It may well be that 

truth is the only thing with non-derivative epistemic value, but that the proper response to it is 

respect rather than promotion. Some values, arguably, call for a response other than promotion. For 

instance, humanity is valuable. However, it is far from clear that this means that suitably appreciating 

the value of humanity requires us to produce more humans (cf. Narveson 1976). Perhaps the proper 

response to the value of humanity is respect. In one sense of “respect”, you respect something if 

 
25 See Hills (2016) for a defense of this claim about understanding.  
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that thing suitably constrains your deliberations (cf. Darwall 1977). Perhaps veritism is true, but the 

value of truth calls for respect (in this sense) rather than promotion. Kurt Sylvan (2020a) has 

developed a version of veritist non-consequentialism along these lines. Since the subject who plugs 

into the true belief machine doesn’t deliberate at all, her deliberations are not suitably constrained by 

the value of truth. So, she does not respect the truth. Perhaps this is what is wrong with plugging in.  

A final possibility is that we reject the value-first order of explanation shared by pluralism and 

veritic non-conseuentialism. Ross (1930) took an approach along these lines in the ethical domain. 

He identified several prima facie duties but declined to derive them from a prior account of ethical 

value. Berker (2013 a,b) appears to be sympathetic to the “duty first” order of explanation in 

epistemology. The problem animating this paper was that not all ways of promoting the value of 

true belief are equally epistemically valuable. If epistemic normativity is primarily a matter of 

discharging one’s epistemic duties, rather than promoting epistemic value, then perhaps the problem 

is shut down at its source.  
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